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EXPANDING UNIVERSE OF COMPUTING

NETWORK

EDGE APPLIANCE

SUPERCOMPUTING

EXTREME IO

EDGE 

STREAMING

CLOUD

SIMULATION

VISUALIZATION

AI

DATA 

ANALYTICS



3

NVIDIA PLATFORM POWERING THE EXASCALE 
AI SUPERCOMPUTERS

ABCICINECAANL

JAMSTEC
C-DAC

Univ. of Fla.

LiU

Naver

Cambridge-1

Jülich
NVIDIA

2.8 EFLOPS AI Perf
HDR 200G InfiniBand

2.3 EFLOPS AI Perf HDR 
HDR 200G InfiniBand

10 EFLOPS AI Perf
HDR 200G InfiniBand

600 PFLOPS AI Perf
HDR 200G InfiniBand

NVIDIA Jülich CINECA ABCI
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INFINIBAND TECHNOLOGY  FUNDAMENTALS

GPU

CPU

DPU

Smart Networking Architected to Scale Centralized Management Standard



5

TRADITIONAL HIGH PERFORMANCE DATA CENTER
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RDMA-ACCELERATED DATA CENTER
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10X HIGHER PERFORMANCE WITH GPUDIRECT™ RDMA

Accelerates HPC and Deep Learning performance

Lowest communication latency for GPUs

GPUDirect™ RDMA

10X

9X 11X
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EFFICIENT COMMUNICATION FOR ACCELERATED TRAINING
10X Better Latency & Bandwidth, 3X Faster Deep Learning 

GPUDirect™ RDMA
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IN-NETWORK COMPUTING-ACCELERATED DATA CENTER
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SCALABLE HIERARCHICAL AGGREGATION AND REDUCTION 
PROTOCOL (SHARP)

In-network Tree based aggregation mechanism

Multiple simultaneous outstanding operations

For HPC (MPI / SHMEM) and Distributed Machine Learning applications

Scalable High Performance Collective Offload

Barrier, Reduce, All-Reduce, Broadcast and more

Sum, Min, Max, Min-loc, max-loc, OR, XOR, AND

Integer and Floating-Point, 16/32/64 bits

Data
Aggregated 

Aggregated
Result

Aggregated 
Result

Data

Switch Switch

Switch

HostHostHost Host Host
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DATA AGGREGATION

1 2 3 4 5 6 7 8 Nodes

Switch Network
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TRADITIONAL DATA AGGREGATION

Nodes

Switch Network

1 2 3 4 5 6 7 8
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TRADITIONAL DATA AGGREGATION

Nodes

Switch Network

1 2 3 4 5 6 7 8
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TRADITIONAL DATA AGGREGATION

High latency
High amount of transferred data

CPU/GPU overhead

Nodes

Switch Network

1 2 3 4 5 6 7 8
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SHARP IN-NETWORK COMPUTING AGGREGATION

A

A A

AAAA

Nodes

Switch Network
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SHARP IN-NETWORK COMPUTING AGGREGATION

A

A A

AAAA

Low latency
Optimized data motion

No CPU/GPU calculation latency addition

Nodes

Switch Network

1 2 3 4 5 6 7 8
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SHARP IN-NETWORK COMPUTING AGGREGATION

A

A A

AAAA

Low latency
Optimized data motion

No CPU/GPU calculation latency addition

Nodes

Switch Network

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

High latency
High amount of transferred data

CPU/GPU overhead
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SHARP ALLREDUCE PERFORMANCE ADVANTAGES 
Providing Flat Latency, 7X Higher Performance
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INFINIBAND SHARP AI PERFORMANCE ADVANTAGE
2.5X Higher Performance
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INFINIBAND MPI TAG MATCHING HARDWARE ENGINE

Matching List

Arriving 
New Messages 

Gather 
remote

data

Scatter 
to local
buffer

Expected MessageUnexpected Message

Wait for
software

Tag Matching

Posting buffers 
with Tags 

(expected messages)

Yes

No

Rendezvous
?

Hardware

Software
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HARDWARE TAG MATCHING PERFORMANCE ADVANTAGES
1.8X Higher MPI_Iscatterv Performance on TACC Frontera
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HARDWARE TAG MATCHING PERFORMANCE ADVANTAGES
1.8X higher MPI_Ialltoall Performance on TACC Frontera
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HARDWARE TAG MATCHING PERFORMANCE ADVANTAGES
Nearly 100% Compute – Communication Overlap
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HARDWARE TAG MATCHING PERFORMANCE ADVANTAGES
Maximizing communication / computations overlap leads to higher applications performance 

128 Nodes 16 Nodes 16 Nodes 16 Nodes
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SECURED IN-NETWORK COMPUTING DATA CENTER
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CLOUD NATIVE SUPERCOMPUTER

MULTI TENANCY CONFIGURABLE SERVICESBARE-METAL PERFORMANCE SECURITY
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BLUEFIELD DPU –
THE CLOUD-NATIVE 
SUPERCOMPUTING 
INFRASTRUCTURE PLATFORM



28

BLUEFIELD DPU - THE CLOUD NATIVE SUPERCOMPUTING 
INFRASTRUCTURE PLATFORM 

HOST

Management 

Isolation 

Security 

Monitoring

Applications

HPC / AI 

Communication 

Frameworks

HPC / AI Storage 

File System Client

InfiniBand Adapter

Acceleration Engines

InfiniBand Switch

Acceleration Engines

InfiniBand Bluefield

Acceleration Engines

InfiniBand Switch

Acceleration Engines

HOST

Applications

Management 

Isolation 

Security 

Monitoring

HPC / AI 

Communication 

Frameworks

HPC / AI Storage File 

System Client

MAGNUM IO DOCA

CLOUD NATIVE SUPERCOMPUTINGTRADITIONAL SUPERCOMPUTING
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BLUEFIELD DPU - HPC AND AI COMMUNICATION 
FRAMEWORKS OFFLOAD

Eight servers, Dual Socket Intel® Xeon® 16-core CPUs E5-2697A V4 @ 2.60 GHz (32 processes 
per node), NVIDIA BlueField-2 HDR100 DPUs and ConnectX-6 HDR100 adapters, NVIDIA 
Mellanox HDR Quantum Switch QM7800 40-Port 200Gb/s HDR InfiniBand, 256GB DDR4 
2400MHz RDIMMs memory and 1TB 7.2K RPM SATA 2.5" hard drive per node.

Courtesy of Ohio State 
University MVAPICH team 

and X-ScaleSolutions

HOST

HOST

High Performance

InfiniBand

Network

HOST

BLUEFIELD DPU

Applications

CPU / GPU

MAGNUM IO

MPI 

30% Higher Performance

BlueField DPU AcceleratedNot Accelerated 
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UFM CYBER-AI

Network setup, connectivity validation and secure cable management  

Automated network discovery and network provisioning

Network telemetry and traffic monitoring, congestion discovery

Performance, health and fault monitoring 

Centralized management for global software updates and configuration 

Job scheduler provisioning, network provisioning

Detects performance degradations, anomalies and usage changes 

Provides alerts of abnormal system and application behavior

Provides alerts for potential system failures

Management, Monitoring, Orchestration, Cyber Intelligence and Analytics 

Network Validation Congestion Mapping Prediction Dashboard

Real-Time Analysis Performance Monitoring Secure Cable Management 

https://app.powerbi.com/groups/c437a2b0-642a-4140-8596-9c9d708ef183/reports/1b0663db-3af5-4eab-9428-6d49642c27f9/ReportSection3bd3dee6032573c21a8e?pbi_source=PowerPoint
https://app.powerbi.com/groups/c437a2b0-642a-4140-8596-9c9d708ef183/reports/1b0663db-3af5-4eab-9428-6d49642c27f9/ReportSection3bd3dee6032573c21a8e?pbi_source=PowerPoint
https://app.powerbi.com/groups/c437a2b0-642a-4140-8596-9c9d708ef183/reports/1b0663db-3af5-4eab-9428-6d49642c27f9/ReportSection82438fe0783437c32d97?pbi_source=PowerPoint
https://app.powerbi.com/groups/c437a2b0-642a-4140-8596-9c9d708ef183/reports/1b0663db-3af5-4eab-9428-6d49642c27f9/ReportSection82438fe0783437c32d97?pbi_source=PowerPoint
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SUPPORTING VARIETY OF TOPOLOGIES

TorusFat Tree Hypercube HyperXDragonfly
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NETWORK TOPOLOGIES

Fat Tree
A common topology
Full-bandwidth (1:1) is idea for capability clusters – when a single job must provide super performance

Dragonfly+
Tradeoff cost versus worst traffic pattern bandwidth (2:1)
Efficient for capacity clusters – when many jobs are running together
Better performance than Fat Tree 2:1 as most traffic patterns are evenly distributed
Grow at zero cost (no need to reserve capacity or re-cable) – this is unique value of Dragonfly+

3D,4D,5D,6D Torus
Most efficient for 3D,4D,5D,6D neighbor traffic – depends on the problem types run on the cluster
Low bandwidth and much higher latency for capability clusters with arbitrary application type

HyperCube
Nicely support some specific algorithm, but higher latency and lower bandwidth with higher cost

HyperX - Generalized Hypercube
Less flexible and scalable than Dragonfly+
Similar performance for 3D worse cost and performance for 4D and above
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DRAGONFLY+ TOPOLOGY

Several “groups”, connected using all to all links

The topology inside each group can be any topology

Reduce total cost of network (fewer long cables)

Utilizes Adaptive Routing to for efficient operations 

Simplifies future system expansion 

Full-Graph connecting 

every group to all 

other groups
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1200-Nodes Dragonfly+ Systems Example
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DRAGONFLY+ TOPOLOGY

Several “groups”, connected using all to all links

The topology inside each group can be any topology

Reduce total cost of network (fewer long cables)

Utilizes Adaptive Routing to for efficient operations 

Simplifies future system expansion 

Full-Graph connecting 

every group to all 

other groups
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1200-Nodes Dragonfly+ Systems Example
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FUTURE EXPANSION OF DRAGONFLY+ BASED SYSTEM

Dragonfly+ is the only topology that allows system expansion at zero cost

While maintaining bisection bandwidth, no port reservation, no re-cabling
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4400 hosts
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FUTURE EXPANSION OF DRAGONFLY+ BASED SYSTEM
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Phase 1: 
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8400 hosts
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NETWORK CONGESTION TYPES
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In-network Congestion In-cast Congestion

Solution: Adaptive Routing Solution: Congestion Control
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IN-NETWORK CONGESTION: ADAPTIVE ROUTING

mpiGraph: Static vs. Adaptive Routing

Static Routing Adaptive Routing
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IN-CAST CONGESTION

Desired behavior

A-G…F to G – 1/6 link BW

X to Y – 5/6 link BW

Congestion effect – lossless network:

A-G…E to G – 1/6 link BW

F to G – 1/12 link BW

X to Y – 1/12 link BW (Victim flow)

Congestion effect – lossy network:

Massive packets’ drop

Application-visible impact

Solution – Slow Down Injection Rate
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INFINIBAND CONGESTION CONTROL 

Without Congestion Control
With Congestion Control

Congestion – Throughput loss No congestion – highest throughput!
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HDR INFINIBAND CONGESTION CONTROL

1 2 3 4 5 6 7 8

Nodes

HDR100
Switch

HDR100
Switch

HDR100
Switch

A

BCD

A

B C D

A
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With InfiniBand Congestion Control

Without InfiniBand Congestion Control
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HDR INFINIBAND CONGESTION CONTROL 

1 2 3 4 5 6 7 8

Nodes

HDR100
Switch
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With InfiniBand Congestion Control

Without InfiniBand Congestion Control

HDR100
Switch

HDR100
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INFINIBAND ACCELERATED DATA CENTER 

High data throughput, extremely low latency, high message rate, RDMA, GPU Direct RDMA, GPU Direct Storage

Advanced adaptive routing, congestion control and quality of service for highest network efficiency

In-Network Computing engines for accelerating applications performance and scalability

Self Healing Network for highest network resiliency

Standard - backward and forward compatibility – protecting datacenter investments

InfiniBand

NVMe / Storage

InfiniBand High Speed Network

Advanced In-Network Computing

Extremely Low Latency

Ethernet

NVMe / Storage

High Speed Gateway 

InfiniBand to Ethernet

Compute Servers

InfiniBand

Long-Haul InfiniBandUFM Cyber-AI

METROX-2

SKYWAY
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